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Abstract

Today’s organizations are inherently open and connected, sharing knowledge and ideas in order to
remain innovative. As a result, these organizations are also more vulnerable to information theft
through different forms of security breaches caused by hackers and competitors. One way of un-
derstanding the vulnerability of an information system is to build and analyze the attack graph of
that system. The attack graph of an information system contains all the paths that can be used
to penetrate the system in order to breach critical assets. Although existing literature provides an
abundance of attack graph generation algorithms, more methods are required to help analyze the
attack graphs. In this paper, we study how best to deploy security countermeasures to protect an
organization by analyzing the vulnerability of the organization through the use of its attack graph.
In particular, we present an approach to find an optimal affordable subset of arcs, called an inter-
diction plan, on an attack graph that should be protected from attack to minimize the loss due to
security breaches. We formulate this problem as a bi-level mixed-integer linear program and de-
velop an exact algorithm to solve it. Experiments show that the algorithm is able to solve relatively
large problems. Two heuristic methods, one with and the other without a heuristic to solve the mas-
ter problem and both limiting the master problem branch-and-bound tree to only one node solve
the large problems remarkably well. Experiments also reveal that the quality of an interdiction
plan is relatively insensitive with respect to the error in the estimate of the attacker’s budget, and
that the breach loss drops sharply at the beginning, then levels off before finally dropping sharply
again with increases in the security budget.
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1. Introduction

In order to increase operational efficiency and functionality, organizations, individuals, and
devices are becoming more and more connected, spawning new phenomena such as the “Internet
of Things.” The result is the increasing vulnerability of information to theft and even disruption of
services provided by critical infrastructures. According to the FBI Internet crime report for 2013
[14], more than 260,000 individuals reported complaints about their accounts being compromised
with a total adjusted loss of more than $781 million. This loss is an increase of 48.8% from
$581 million in 2012. In addition to the plethora of low-profile cyber attacks, there have been
several recent high-profile attacks on corporations such as JPMorgan Chase & Co. and Target.
The cyber attack on Target in 2013 resulted in the theft of 40 million credit card numbers and
70 million different pieces of personal information [34], and the attack on JPMorgan in 2014
compromised information from about 76 million households and 7 million small businesses [42]. Therefore, maximizing the security of cyber systems is becoming one of the most important tasks of information technology teams in many organizations.

The security of a network can be enhanced by hardening selected components of the network in various ways, such as deploying firewalls and intrusion prevention and/or detection systems, finding and patching vulnerabilities, and making configuration changes. One of the tools for analyzing the security of a network and finding ways to deploy countermeasures is the attack graph, which contains all the paths that can be used to penetrate a network to breach critical nodes (goal nodes). In this paper, we develop models and algorithms based on the attack graph of an organization to optimally deploy security countermeasures to protect its information assets.

Phillips and Swiler [32] first proposed attack graphs as an analysis tool. Attack graphs can be generated manually or automatically using the following inputs: a database of common attacks broken into atomic steps, information on network topology and configuration, and an attacker profile [32]. Swiler et al. [39] later proposed an automatic attack graph generation tool. Since then, many researchers have studied attack graphs and proposed a multitude of attack graph variations including attack trees [43], attack countermeasure trees [35], defense trees [9], and exploit dependency graphs [30]. For a detailed review of many other attack graph variations, refer to the studies by Lippmann and Ingols [23] and Kordy et al. [21]. Regardless of the type, an attack graph can be aggregated to different levels such as a graph of hosts (computers or devices) or a graph of subnets using different underlying network regularities [29]. As a result, the models and algorithms developed in this paper can be also applied with minor modifications to the different levels of aggregated graphs.

Our work complements the existing information security research on attack graph cut set generation. Based on the specific study, a cut set, which is also a minimum cut set, is usually defined as the set of initial security conditions, a set of exploits, or a set of arcs in general; the removal or hardening of such a cut set removes all the paths to the goal nodes. One implicit assumption behind cut set generation is that the defender has enough budget to deploy countermeasures on all the members in the cut set. However, the defender of a network almost always operates with a limited budget in real life. Therefore, in this paper, we relax the assumption of unrestricted budget and find a subset of arcs that removes only the most important subset of paths to the goal nodes to minimize the potential damage in the residual network. Albanese et al. [1] propose a formal cost model that estimates the cost if a critical node is breached. Their cost model can be used to select the minimum set of initial security conditions, which upon removal, also removes all the paths from initial conditions to the goal conditions. They also propose an approximation algorithm to find the minimum set. Alhomidi and Reed [3] use a genetic heuristic to find the minimum cut set in dependency attack graphs. This is one of the few studies that considers arc removal as opposed to node removal. The study by Jajodia et al. [19] is another one that uses arc removal for network hardening. Dewri et al. [12] propose a multi-objective optimization model to select a subset of security-hardening measures that minimizes the total damage and the total cost of security hardening. Their work is one of the few studies that constrain the total amount spent on security measures. Noel and Jajodia [29] develop a mechanism to cover (i.e., completely protect) an attack graph by placing the fewest number of Intrusion Detection Systems (IDS) sensors.

This work fits into the field of network interdiction, a subset of network optimization. The complete or partial removal of an arc is in general referred to as the interdiction of that arc in the network interdiction literature. The problem in this work is a network interdiction problem because
the goal is to select a subset of arcs to be interdicted (completely removed). Our work extends the network interdiction literature by providing an effective new model and customized exact and heuristic algorithms motivated by an existing algorithmic framework, and then applying the model and algorithms in a new manner. Our model and algorithm can also be adapted for variations of existing network interdiction applications, such as interdiction of a nuclear weapons project to maximize the minimum completion time of the project [10, 33], interdiction of an electric power grid to assess the vulnerability [36, 37], monitoring drinking water supply for quick detection of contamination [6, 7, 8, 26, 25, 41], interdiction in hazardous materials transportation to minimize the discharge damage and transportation cost [45], and interdiction of a nuclear smuggling network [24, 28, 31, 38]. From the modeling perspective, our work is most closely related to the work by Pan and Morton [31]; in both their work and our work, the network is interdicted to prevent some flow from reaching a set of destinations. However, Pan and Morton [31] interdict arcs in a nuclear material smuggling network to minimize a stochastic maximum reliability path, and our work interdicts arcs in a deterministic attack graph to minimize the maximum damage that can be caused through breach of critical assets (goal nodes) by an attacker. Although the selection of an origin destination pair by an attacker in their work is stochastic, they assume that the attacker selects only a single origin-destination pair in a specific realization. In our work, an attacker can use any one or more origins (initially vulnerable nodes) to initiate attacks and breach any one or more destinations (goal nodes).

In this paper, we study the strategic interaction between the defender of an organization and an attacker, modeling a two-player, sequential defender-attacker game with resource restrictions over an attack graph. Related to our work, Dewri et al. [13] propose a multi-objective optimization model that poses the interaction between the attacker and the defender as an arms race. They use a genetic heuristic to approximately solve the defender’s problem and the attacker’s problem, and they use competitive co-evolution to approximately solve the combined problem to find the Nash equilibrium. Zonouz et al. [46] propose a new automated response approach called the Response and Recovery Engine. In this engine, adversaries are modeled as opponents in a two-player Stackelberg stochastic game.

To the best of our knowledge, most of the existing literature related to cut set generation analyzes attack graphs composed of only one goal node. None of these studies considers multiple goal nodes that each have different costs of breach. Goal nodes are indeed different; for example, the loss due to the breach of a database server of an e-commerce portal that contains credit card information is probably not the same as the loss due to the breach of an internal mail server. None of these studies consider intermediate nodes as goal nodes. In reality, merging all the attack graphs of an organization produces intermediate goal nodes. Thus, inclusion of intermediate nodes as goal nodes can increase flexibility both in generation and analysis of attack graphs because the merged attack graphs can be analyzed without removing the intermediate goal nodes. There is a scarcity of rigorous mathematical models that analyze the attack graphs, especially the mathematical programming models, as most of the models are logic-based ad hoc models [11, 12]. There is also scarcity of literature that incorporates both the interest of the attacker and the interest of the defender in an attack graph setting. The existing studies are applicable only to the specific graph types used as the analysis platforms. Also, to the best of our knowledge, all of the proposed algorithms solving the defender-attacker games on attack graphs are either heuristic or simulation based. Since most of the studies develop methods to ensure complete security, only a few of the previous studies consider a limited budget for the defender, and none of the previous studies
considers limited budgets for both the defender and the attacker.

In this paper, we develop a defender-attacker bi-level network interdiction model and formulate it using mixed-integer linear programming. We provide two alternative formulations for the inner problem. Our model has binary variables in both of the levels. As a result, there is no easy way to merge the two levels into a single-level formulation; thus, the bi-level formulation cannot be solved directly using a commonly used mixed-integer programming solver. Moreover, although bi-level programming models are aplenty in the network interdiction literature [10, 19], there are not many bi-level programming models with binary variables in both levels[10]. Therefore, we develop a customized exact algorithm to solve the model. Alderson et al. [2] provide a comprehensive discussion on the modeling and algorithmic strategies for quantifying the resilience of infrastructure systems to disruptive events. Our algorithm is based on the framework proposed by Brown et al. [10] and subsequently generalized by Alderson et al. [2]. However, our algorithm is different than theirs due to the different attacker problem (operational model in [2]) with the resultant unique attacker problem formulation. Moreover, the master problem formulation in the algorithm is also different than theirs because of the distinct attacker model. We also propose several enhancements to the base algorithm. Our path based formulation of the master problem is efficient mainly because it is implicitly able to exploit the tree structure of any solution of the attacker problem. We show through experimentation that our algorithm is capable of solving relatively large problems for different parameter combinations. We argue that with further enhancements to our algorithm, along with implementation of the existing graph simplification mechanisms [4, 17, 20, 22, 29], which reduces graph size by up to 99% in some cases, our algorithm has potential to solve even larger problems. We also show that both of the inner problem formulations perform well under specific parameter settings.

2. Problem Description

A node in an attack graph might represent several different entities including an attack state, a security condition, a vulnerability, or an exploit. On the other hand, an arc might represent a change of state caused by an atomic action or attack by an attacker, exploit, etc. If the nodes in an attack graph represent security conditions, the tail node of an arc is a pre-condition, and the head node of that arc is a post-condition of that pre-condition. In the attack graphs used in this paper, a node represents a security condition, and an arc represents an attacker action or an exploit. An attacker action on any one of the pre-condition nodes of a post-condition node is enough to activate the post-condition node. This is in contrast with some variations of attack graphs in which some of the post-conditions are connected to pre-conditions via an AND logical gate; that is, the attacker must take action on all or a specific subset of the pre-conditions to activate a post-condition.

Given an attack graph, an attacker tries to maximize the total reward by compromising as many high-value goal nodes as possible starting from the initially vulnerable (initial security condition) nodes. A single path from an initially vulnerable node to a goal node is an attack path, and one or more attack paths constitute an attack plan. The defender or owner of the network selectively thwarts a subset of attacker actions or disables a subset of exploits. In this paper, a subset of attacker actions or exploits is represented by a subset of arcs. The subset of arcs selected by the defender constitutes an interdiction plan. The defender observes the results of different interdiction plans and attempts to minimize the maximum total reward possible for the attacker by interdicting or protecting the best subset of the arcs. We refer to this as the optimal interdiction plan of the
The defender’s and the attacker’s problems are represented in the outer and inner levels, respectively, in the bi-level formulation of the problem, which we call the MINMAXBREACH problem. Both the attacker and the defender have limited budgets. Losses associated with different nodes might have different values. The same applies to the costs of attacks through different arcs and the costs of security countermeasures to interdict different arcs. We use protection and interdiction of an arc interchangeably in this paper. Interdicting an arc is the same as protecting it from being attacked. Moreover, when a goal node is breached, the attacker gains a reward, and the defender suffers a loss equal in magnitude to the reward. Thus, the terms reward and loss used for a goal node also refer to the same quantity. We also refer to an initially vulnerable node as a vulnerability node to be concise.

Let the attack graph be denoted as $G = (N,A)$, where $N$ is the set of nodes, and $A$ is the set of arcs. $N$ is partitioned into three subsets: $N_I$ is the set of vulnerability nodes, $N_R$ is the set of transition nodes, and $N_T$ is the set of goal nodes. Nodes in $N_T$ can act also as transition nodes. An attacker initiates his attacks using one or more of the nodes in $N_I$, continues his attacks by visiting one or more transition nodes in $N_R$, and then culminates his attacks by reaching one or more goal nodes in $N_T$, upon which he receives some reward. We assume that after a goal node is breached once, complete damage is done, and no further reward can be gained by attacking it again. Thus, we do not allow attacking a goal node more than once in the model. To move from one node to another, the attacker must attack using the arc connecting the two nodes, incurring a cost to attack. However, he incurs this arc attack cost only once even if the arc is used on more than one attack path. The defender may also incur a cost to employ a countermeasure on an arc to protect it from being attacked.

Figure 1 shows an example attack graph. Information inside the nodes includes the labels of the nodes and the losses due to breach separated by a hyphen (e.g., the label “6-5” denotes node 6, which has a loss of 5 if breached). Salmon nodes with dashed outlines are the vulnerability nodes, light blue nodes are the transition nodes, and green nodes are the goal nodes. To make the example simple, assume that the cost of countermeasures and attacks is 1 for all of the arcs in this graph. Also, assume that the budgets of the attacker and the defender are 3 and 0, respectively. So, the attacker attacks without any interdiction by the defender. In this case, an optimal attack plan for the attacker is to attack goal nodes 5 and 7 using the attack paths $\{(0,3),(3,5)\}$ and $\{(0,3),(3,7)\}$, resulting in a total reward of 35. Now, assume that the defender’s budget is 1, and the defender interdicts arc (3,5). In this case, an optimal attack plan is to attack goal nodes 4 and 5 using the attack paths $\{(0,2),(2,4)\}$ and $\{(0,2),(2,5)\}$, resulting in a total reward of 25. By interdicting arc (3,5), the defender minimizes the maximum total reward achievable by the attacker. Note that in the first attack plan, the attacker uses arc (0,3) to breach two goal nodes. However, the attacker incurs the arc attack cost only once to attack the goal nodes using this arc. The same applies for arc (0,2) for the second attack plan.

3. Mathematical Formulations

In this section, we formulate the MINMAXBREACH problem as a bi-level mathematical programming model. The outer level represents the defender, and the inner level represents the attacker. Table 1 lists the notation used in the rest of this paper.

The objective of the outer problem is to minimize the maximum reward achievable by the attacker. The outer problem is formulated as follows.
Table 1: Notation.

(a) Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L(i)$</td>
<td>Set of arcs leaving node $i$</td>
</tr>
<tr>
<td>$E(i)$</td>
<td>Set of arcs entering node $i$</td>
</tr>
<tr>
<td>$c^b_t$</td>
<td>Loss due to breach of a goal node $t \in N_T$</td>
</tr>
<tr>
<td>$c^d_{ij}$</td>
<td>Cost of deployment of countermeasures on arc $(i, j) \in A$</td>
</tr>
<tr>
<td>$c^a_{ij}$</td>
<td>Cost of using arc $(i, j) \in A$ in one or more attack paths</td>
</tr>
<tr>
<td>$B_d$</td>
<td>Defender’s budget</td>
</tr>
<tr>
<td>$B_a$</td>
<td>Attacker’s budget</td>
</tr>
<tr>
<td>$M$</td>
<td>Large number enforcing the upper bound on variables</td>
</tr>
<tr>
<td>$c^b_p$</td>
<td>Loss due to breach of a goal node through path $p$</td>
</tr>
<tr>
<td>$A_p$</td>
<td>Set of arcs in path $p$</td>
</tr>
<tr>
<td>$P_k$</td>
<td>Set of paths in attack (iteration) $k$</td>
</tr>
</tbody>
</table>

(b) Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_t$</td>
<td>1 if goal node $t$ is breached, 0 otherwise</td>
</tr>
<tr>
<td>$z^k_i$</td>
<td>1 if node $i$ is breached at iteration $k$, 0 otherwise</td>
</tr>
<tr>
<td>$x_{ij}$</td>
<td>1 if countermeasures are deployed on arc $(i, j)$, 0 otherwise</td>
</tr>
<tr>
<td>$y_{ij}$</td>
<td>Number of goal nodes attacked through arc $(i, j)$</td>
</tr>
<tr>
<td>$y^t_{ij}$</td>
<td>1 if goal node $t$ is attacked using arc $(i, j)$, 0 otherwise</td>
</tr>
<tr>
<td>$w_{ij}$</td>
<td>1 if arc $(i, j)$ is used for one or more attacks, 0 otherwise</td>
</tr>
<tr>
<td>$u_p$</td>
<td>1 if path $p$ is removed, 0 otherwise</td>
</tr>
</tbody>
</table>

$x, w, y, y, z, \tilde{z}, u$ Vector representations of the variables $x_{ij}, w_{ij}, y_{ij}, y^t_{ij}, z_t, z^k_i$, and $u_p$, respectively
The function $f(x)$ in (1a) computes the maximum total reward achievable by the attacker for a given countermeasure vector $x$. Constraint (1b) ensures that the total countermeasure cost does not exceed the budget.

The objective of the inner problem is to maximize the total reward possible by breaching the goal nodes given a specific solution $\hat{x}$ of the outer problem. We refer to the following formulation of the inner problem as MAXBreachBM. The BM at the end of MaxBreachBM indicates the presence of big $M$ in this formulation.

The objective function (2a) calculates the total reward acquired by the attacker. Each constraint (2b) enforces that if at least one of the arcs going into a goal node is attacked, then the goal node is attacked. Each constraint (2c) ensures that an attack does not stop after visiting a transition node. Each constraint (2d) makes sure that if an arc is not used, no goal node is attacked through that arc.
Intuitively, the number of goal nodes attacked through an arc cannot be more than the number of all the goal nodes; therefore, we set $M = |N_T|$. Each constraint (2e) ensures that an arc is not used by the attacker if the arc is interdicted by the defender. Constraint (2f) ensures that the attacker does not spend more than the budget. Each constraint (2g) ensures that a goal node is not attacked more than once. Each pair of constraints (2d) and (2i) for an arc $(i, j)$ ensures that even if more than one goal node is attacked through the arc, the attacker incurs the cost of attacking through $(i, j)$ only once. Notice that the MAXBREACHBM formulation resembles a network design problem, especially because of the constraints (2d) accompanied by the constraints (2b) and (2c), which are are equivalent to the flow balance constraints of a network design problem. It is relatively straightforward to show that any solution of the MAXBREACHBM formulation produces binary values for the $z_t$ variables and integer values for the $y_{ij}$ variables, although we do not enforce any domain restrictions on these variables.

Notice that constraints (2b) in this form do not allow intermediate goal nodes. Constraints (2b) are reformulated as follows to allow intermediate goal nodes.

$$z_t = \sum_{(i,t) \in E(t)} y_{it} - \sum_{(t,i) \in L(t)} y_{ti} \quad \forall t \in N_T \quad (3)$$

Initial computational experiments using our algorithm (see section 4) on small problems showed that the majority of computation time solving the problem is spent solving the inner problem. Initial investigation into the inner problem solutions also shows that its LP relaxations are not tight because of the big $M$ in constraints (2d) despite using $|N_T|$ as the value of $M$. Therefore, in an effort to remove the big $M$, we reformulate the inner problem, which we refer to as MAXBREACHD (the D at the end of MAXBREACHD indicates that this is a disaggregated version of the MAXBREACHBM formulation). In fact, MAXBREACHD resembles a multi-commodity network design problem where goal nodes are analogous to the commodities. To be concise, we commonly refer to the MAXBREACHBM and the MAXBREACHD formulations as the MAXBREACH formulation whenever that is appropriate. The solution of MAXBREACH produces an attack plan, $\bar{A}$, for the attacker, that is, $w_{ij} = 1 \forall (i, j) \in \bar{A}$. MAXBREACHD is formulated as follows.
(MAXBREACHD(\(\hat{x}\))) \(f(\hat{x}) = \max_{w, \bar{y}, z} \sum_{t \in N_T} c_t^d z_t \) \(\sum_{t \in N_T} y_t^f = 0 \) \(\forall t \in N_T\) (4a) 
\(\sum_{(i,j) \in L(i)} y_{ij}^f = \sum_{(j,i) \in E(i)} y_{ji}^f \) \(\forall i \in N_T, \forall t \in N_T\) (4b) 
\(\sum_{(i,j) \in L(i)} y_{ij}^f = \sum_{(j,i) \in E(i)} y_{ji}^f \) \(\forall i \in N \setminus (N_I \cup N_T)\), (4c) 
\(\forall t \in N_T\) 
\(w_{ij} \leq 1 - \hat{x}_{ij} \) \(\forall (i, j) \in A\) (4d) 
\(\sum_{(i,j) \in A} c_{ij} w_{ij} \leq B_a\) (4e) 
\(z_t \leq 1 \) \(\forall t \in N_T\) (4f) 
\(y_{ij}^f \geq 0 \) \(\forall (i, j) \in A\) \(\forall t \in N_T\) (4g) 
\(w_{ij} \in \{0, 1\} \) \(\forall (i, j) \in A\) (4h) 

The objective function (4a) of MAXBREACHD is the same as the objective function (2a) of MAXBREACHBM. Also, the constraints (4h), (4f), (4g), and (4j) in MAXBREACHD are directly equivalent to the constraints (2g), (2e), (2f), and (2i), respectively, in MAXBREACHBM. Each constraint (4b) enforces that if attack is sent for goal node \(t\) using at least one of its incoming arcs, then goal node \(t\) is attacked. Each constraint (4c) ensures that any attack sent for a goal node \(t\) does not stop at any other goal node. Each constraint (4d) requires that an attack does not terminate at a transition node. Constraints (4e) have the same meaning as constraints (2d) except that the new constraints are enforced for attacks sent for each of the goal nodes. Similar to the MAXBREACHBM formulation, any solution of the MAXBREACHD formulation produces binary values for the \(z_t\) and the \(y_{ij}^f\) variables without any additional domain restrictions on this variables. Because one attack, at most, can be sent for a goal node, constraints (4e) do not require a big \(M\), unlike constraints (2d) in MAXBREACHBM.

However, MAXBREACHD eliminates the big \(M\) at the expense of adding a large number of variables and constraints because the number of \(y_{ij}^f\) variables is much higher than the number of \(y_{ij}\) variables in MAXBREACHBM. The index \(t\) in \(y_{ij}^f\) means that attacks through an arc are now disaggregated into attacks aimed at each of the goal nodes. Also, MAXBREACHD has constraints for all \(t\) in constraints (4c) and (4d). Refer to sections 5 and 6 for a comparative analysis of the performances of MAXBREACHBM and MAXBREACHD formulations.

4. Solution Approach

The interdiction problem solved in this paper is computationally hard because the inner problem alone is NP-hard as Theorem 1 proves. Bi-level mixed-integer programs with binary variables only in the outer level can be converted to a single level by taking the dual of the inner level and merging the inner level with the outer level [44, 18]. Because our bi-level formulation has binary
variables in both levels, the inner problem has a nonzero duality gap, requiring us to take a different approach. Thus, we develop a customized algorithm to solve our model. The framework of our algorithm is motivated by the algorithm in [10]. The algorithm requires two models to generate the upper and lower bounds. We refer to the model generating the upper bound as the sub-problem and the model generating the lower bound as the master-problem. The algorithm alternates between the master-problem and the sub-problem in an effort to reduce the optimality gap (i.e., the gap between the two bounds) at every iteration. The master-problem finds an optimal interdiction plan for a given set of alternative attack plans generated by the sub-problem through a specific iteration, whereas the sub-problem finds an optimal attack plan for a given interdiction plan generated by the master-problem.

The solution of the sub-problem (MaxBreach) for a feasible interdiction plan produces an upper bound. However, there is no easy way to generate a good lower bound. Thus, to generate the lower bound, we adopt a model (MINATRISK) from a study by Nandi and Medal [27] on interdicting networks to prevent the spread of infections.

**Theorem 1.** The attacker problem (MaxBreach) is NP-hard.

**Proof.** If there are only two levels in an attack graph, the initially vulnerable nodes in the upper level and the goal nodes in the lower level, the attack graph simplifies into a directed bipartite graph as shown in figure 2.

![Figure 2: Bipartite attack graph](image)

The attacker problem on a bipartite graph is a binary knapsack problem. Let, $s_t$ be a binary variable representing the breach of a goal node $t$ in an attack plan. If $s_t = 1$, goal node $t$ is breached, and it costs the attacker an amount, $c^m_t = min_{(i,t) \in E(i)}(c^{d}_{i,t})$. Then, the binary knapsack attacker problem can be formulated as follows: $\max \sum_{t \in NT} c^m_t s_t : \sum_{t \in NT} c^m_t s_t \leq B_a$, $s_t \in \{0,1\} \forall t \in NT$. We know that the binary knapsack problem is NP-hard. Therefore, the attacker problem on a general attack graph is NP-hard. 

**Lemma 1.** An attack is a tree in the attack graph.

**Proof.** In a residual graph after interdiction, every node can be breached through zero or more minimum cost paths. The attacker incurs additional cost by breaching any node through more than one path because of using additional arcs. However, the attacker does not gain any additional reward. Thus, in an attacker solution, any node will always be breached through at most one path which will result in a tree. Constraints (2c) and (2g) in the MaxBreachBM formulation, and the constraints (4c), (4d), and (4h) in the MaxBreachD formulation ensure that any node is breached at most once in an attacker solution.
4.1. Upper Bound

The optimal objective value of \( \text{MAXBREACH}(\hat{x}^k) \) at iteration \( k \), \( f(\hat{x}^k) \) is an upper bound for our algorithm at this iteration. \( \text{MAXBREACH}(\hat{x}^k) \) is the sub-problem for our algorithm. If \( UB \) is the minimum of \( f(\hat{x}^k) \) found through iteration \( k \),

\[
UB \leq f(\hat{x}^k)
\]  

(5)

4.2. Lower Bound

The \text{MINATRISK} model in [27] minimizes the number of susceptible nodes at risk of infection from infected nodes. The idea in the \text{MINATRISK} model is that for a specific interdiction plan of the defender, if the attacker is able to build a path from any of the vulnerability nodes to a goal node, that goal node is at risk of breach. We reformulate the \text{MINATRISK} model as follows in an effort to improve it before using the model for our purpose. In our reformulation, we also incorporate the fact that the attacker has a limited budget as opposed to no attacker budget restriction in the \text{MINATRISK} model. We refer to the new formulation as \text{MINBREACHNODE}(\bar{A}^k) generated at iteration \( k \) of the algorithm. Here, \( \bar{A}^k \) is the set of arcs associated with the attack plan generated by solving the \text{MAXBREACH} problem at iteration \( k \) of the algorithm. \text{MINBREACHNODE}(\bar{A}^k) \) is the master-problem for our algorithm. Suppose, \( L(\bar{A}^k) \) is the optimal objective value, and \( \hat{x}^k \) is the optimal solution of \( \text{MINBREACHNODE}(\bar{A}^k) \). Then, \( \hat{x}^k \) is the new interdiction plan generated at iteration \( k \) of the algorithm. \( L(\bar{A}^k) \) is a lower bound for our algorithm at iteration \( k \) because \( \hat{x}^k \) is generated considering only a subset of the alternative attack plans. If \( LB \) is the maximum of \( L(\bar{A}^k) \) found through iteration \( k \),

\[
LB \geq L(\bar{A}^k)
\]  

(6)

\[
(\text{MINBREACHNode}(\bar{A}^k))L(\bar{A}^k) = \min_{\eta, x, z} \eta \quad \text{s.t.} \quad \eta \geq \sum_{t \in N^k_i} c^b_{ik} z^k \quad \forall k \in K \tag{7a}
\]

\[
z^k_j \geq z^k_i - x_{ij} \quad \forall (i, j) \in \bar{A}^k, \forall k \in K \tag{7b}
\]

\[
z^k_i = 1 \quad \forall i \in N^k, \forall k \in K \tag{7c}
\]

\[
\sum_{(i, j) \in \cup_{k \in K}\bar{A}^k} c^d_{ij} x_{ij} \leq B_d \tag{7d}
\]

\[
z^k_i \geq 0 \quad \forall i \in N^k, \forall k \in K \tag{7e}
\]

\[
x_{ij} \in \{0, 1\} \quad \forall (i, j) \in \cup_{k \in K}\bar{A}^k \tag{7f}
\]

The objective function (7a) and the constraints (7b) ensure that the objective of this model is the maximum total reward out of all the total rewards from all the attacks generated through iteration \( k \). Each constraint (7c) ensures that if a node \( i \) is at risk of breach in attack (iteration) \( k \), and there exists an arc \((i, j)\), this arc must be interdicted for node \( j \) to not be at risk of breach through node \( i \) in this attack. All the incoming arcs of node \( j \) which have tail nodes that are at risk of breach must be interdicted for node \( j \) to be saved from breach. Each constraint (7d) requires a vulnerability node used in attack \( k \) to be already at risk of breach in this attack. Constraint (1b) is the defender’s
budget constraint. According to Lemma (1), an attack is a tree in the attack graph. A distinct set of nodes and arcs represent the associated attack tree. In order to differentiate one attack tree from another in the model, a new set of variables is generated for the nodes used in this attack tree, and new sets of constraints (7c) and (7d) are generated to represent the connectivity among these nodes. Note that a new variable \( z^k_j \) is generated for a node \( j \) if it is used in attack \( k \). Any solution of the \textsc{MINBREACHNODE} formulation produces binary values for the \( z^k_j \) variables without enforcing the binary domain restrictions on these variables.

Each constraint (7b) performs a similar function as an optimality cut in Benders decomposition [5] in that it forces the master-problem to move closer to the optimal solution at each iteration. However, whereas each optimality cut in Benders decomposition cuts away a fraction of the feasible region of the master-problem, each constraint (7b) creates a new feasible region in a higher dimension by creating new variables (arcs). When a sufficient number of variables and constraints has been included, the solution of the master-problem is the optimal solution.

**Theorem 2.** The master-problem (\textsc{MINBREACHNODE}) provides a valid lower bound.

**Proof.** According to Lemma (1), an attack is a tree in the attack graph. The sets of constraints (7b), (7c), and (7d) in the \textsc{MINBREACHNODE} formulation above adds the attack tree from a specific attack to the attack graph used by the master problem. All the distinct attack trees are represented separately in this formulation, thereby implicitly taking the attacker budget into consideration. The \textsc{MINBREACHNODE} formulation adds \( k \) trees through iteration \( k \). Because of adding only a subset of all the possible alternative attack trees through iteration \( k \), the objective value of the \textsc{MINBREACHNODE} model provides a lower bound for the defender problem.

4.3. Algorithm \textsc{MINMAX}

Input: Parameter values for \textsc{MINMAXBREACH} and tolerance \( \varepsilon \geq 0 \).

Output: Subset of arcs \( x^* \) on which to deploy countermeasures with a maximum optimality gap of \( \varepsilon \).

1. Upper bound, \( UB := \infty \), lower bound \( LB := 0 \), current interdiction plan, \( x^* := \hat{x}^1 := 0 \), iteration counter \( k := 1 \).
2. Given \( \hat{x}^k \), solve the sub-problem \textsc{MAXBREACH}(\( \hat{x}^k \)) to determine the attacker’s optimal attack plan, \( \hat{w}^k \) and the associated \( \bar{A}^k \).
3. If \( f(\hat{x}^k) < UB \), \( UB := f(\hat{x}^k) \). Set \( \hat{x}^k \) as the new best interdiction plan. \( x^* := \hat{x}^k \).
4. If \( UB - LB \leq \varepsilon \), go to END.
5. Generate new variables \( z^k_i \) for the nodes used in the current attack plan. Add a constraint (7b) and sets of constraints (7c), (7d), and (7f) corresponding to the sets of nodes and arcs used in this attack.
6. Solve \textsc{MINBREACH}(\( \bar{A}^{k+1} \)). If \( L(\bar{A}^{k+1}) > LB \), \( LB := L(\bar{A}^{k+1}) \) and \( x^* := \hat{x}^{k+1} \). If \( UB - LB \leq \varepsilon \), go to END.
7. \( k := k + 1 \), go to 2.
8. END: return \( x^* \) as the \( \varepsilon \)-optimal solution.

**Lemma 2.** The master problem produces a new solution at each iteration until convergence.
Proof. Let us assume that the master problem solution $\hat{x}^k$ from iteration $k$ is the same as the master problem solution $\hat{x}^q$ from a prior iteration $q$. Then, the sub-problem solution $\hat{w}^q$ from iteration $q$ will repeat meaning that the attack plan represented by $\hat{w}^q$ is not interdicted by the defender at iteration $k$. Then, the master problem objective function value $L(\hat{A}^k)$ from iteration $k$ will be at least as large as the sub-problem objective function value $f(\hat{X}^q)$ from iteration $q$. Since, $LB \geq L(\hat{A}^k) \geq f(\hat{X}^q)$ and $UB \leq f(\hat{X}^q)$. Thus, $LB \geq UB$, and the algorithm terminates at this point. Hence, the master problem must produce a new solution at each iteration partially or completely interdicting each of the attack plans generated so far until convergence.

\textbf{Theorem 3.} The algorithm MINMAX converges within a finite number of iterations.

\textbf{Proof.} According to Lemma (2), the master problem will keep producing a new solution at each iteration until the last iteration. If there are $\mathbb{K}$ possible alternative interdiction plans, in the worst case, the algorithm will run through $\mathbb{K}$ iterations adding all the possible attack plans associated with the $\mathbb{K}$ interdiction plans. At this point, the algorithm must converge because of exhausting all the possibilities. Therefore, the MINMAX algorithm will terminate within a finite number ($\mathbb{K}$) of iterations. In reality, the algorithm usually terminates within a small fraction of the $\mathbb{K}$ maximum iterations.

4.4. Algorithm Example

Figure 3 demonstrates how the algorithm works using the example attack graph in figure 1. The defender’s budget is 1, and the attacker’s budget is 3 in this demonstration. Each sub-figure in figure 3 represents a solution of either the master-problem or the sub-problem. See figure 1 for the original colors of the nodes and their meanings. The dark blue solid arcs in figure 3 are either used to attack (in the attacker’s solutions) or not interdicted by the defender (in the defender’s solution). The dashed arcs in the defender’s solutions are interdicted by the defender. The gray arcs in the attacker’s solutions are not used by the attacker. The input graph in each of the sub-figures related to the attacker’s solutions is the whole graph except the arcs interdicted by the defender in this iteration. The input graphs in each of the sub-figures related to the defender’s solutions are the whole graphs in that sub-figure. There is no sub-figure in figure 3 for defender’s solution at iteration 1 because the algorithm begins with no interdiction.
At iteration 4, the algorithm terminates as the lower bound (25) and the upper bound (25) become equal. An optimal interdiction plan is to interdict arc (3,7), and a corresponding optimal attack plan is to attack using the set of arcs \{(0,2),(2,5),(2,4)\} comprised of the attack paths \{(0,2),(2,5)\} and \{(0,2),(2,4)\}.

Notice from figures 3b, 3d, and 3f that the number of sub-graphs input into the MINBREACH model is growing at each iteration. Eventually, the MINBREACH model finds an optimal interdiction plan by solving for a sufficiently large number of sub-graphs of the original graph.
4.5. Enhancements to the MinMax Algorithm

Computational experiments show that the basic MinMax algorithm takes too long to terminate for graphs having more than 100 nodes. The reason is that the computation time of the master problem increases exponentially because of adding a large number of variables and constraints at each iteration. Thus, we add the following enhancements.

4.5.1. Path Based Formulation of the Master Problem (S)

We exploit the fact that an attacker solution can be represented by a distinct set of paths instead of a distinct set of nodes and arcs as in the MinBreachNode formulation. Moreover, since an attack plan is a tree according to Lemma 1, there can be a maximum of |N_T| paths in each attack plan with a maximum of one path to each goal node. At each iteration of the algorithm, we run a search algorithm on the attacker solution to find the set of paths used in this attack. If a path \( p \) found at an iteration is new, a variable \( u_p \) and associated constraints are generated and added to the master problem. If a path was used in a previous attack, we just attach the path to the current attack. Following is the path based formulation of the master problem.

\[
\text{MinBreachPath}(\vec{A}^k)) L(\vec{A}^k) = \min_{\eta, u, x} \eta \\
\text{s.t. } \eta \geq \sum_{p \in P_k} c_p^b (1 - u_p) \quad \forall k \in K \tag{8a} \\
u_p \leq \sum_{(i,j) \in A_p} x_{ij} \quad \forall p \in \bigcup_{k \in K} P_k \tag{8b} \\
\sum_{\forall (i,j) \in \bigcup_{k \in k} A^k} c_{ij}^d x_{ij} \leq B_d \tag{8c} \\
u_p \leq 1 \quad \forall p \in \bigcup_{k \in k} P_k \tag{8d} \\
u_p \geq 0 \quad \forall p \in \bigcup_{k \in k} P_k \tag{8e} \\
x_{ij} \in \{0, 1\} \quad \forall (i,j) \in \bigcup_{k \in k} A^k \tag{8f} \\
\]

Each constraint (8b) calculates the reward for attack \( k \), and all constraints (8b) together ensure that the minimized reward objective is at least as large as the maximum of the rewards through iteration \( k \). Each pair of the constraints (8c) and (8e) for a path, \( p \) together ensures that at least one of the arcs on a path must be removed to remove the path. Constraint (8d) is the defender budget constraint. Constraints (8f) and (8g) are the sign restriction and binary constraints, respectively. Any solution of the MinBreachPath formulation produces binary values for the \( u_p \) variables without the binary domain restriction on these variables. The MinBreachPath formulation usually has significantly fewer variables and constraints than the MinBreachNode formulation. Computational experiments demonstrate the superiority of the MinBreachPath formulation over the MinBreachNode formulation.

4.5.2. Add Multiple Sub-Problem Solutions to the Master Problem (Ms)

If only one sub-problem solution is added to the master problem solution, only a slightly different master problem is solved at each iteration requiring the algorithm to run through many iterations to provide the master problem enough sub-problem information for convergence. To overcome this issue along with the fact that Gurobi (the commercial solver used in this paper) is
able to return multiple optimal and sub-optimal solutions from a solution, we add multiple sub-
problem solutions to the master problem at each iteration. Adding multiple sub-problem solutions
indeed reduces the number of iterations and the average computation time. Experiments show that
adding 33% of the available solutions produces good results.

4.5.3. Statibilize Master Problem Solutions (TR)

One problem with the MinBreach formulation is that it produces very divergent solutions at
initial iterations of the algorithm slowing the convergence of the algorithm. In an effort to stabilize
the master problem solution, we added a trust region cut at each of the 20 initial iterations of the
algorithm. Suppose \( \hat{x}^k \) is the master problem solution from iteration \( k \) and \( \hat{X}^k_1 = \{(i, j) : \hat{x}^k_{i j} = 1\} \).
Then, we add the following trust region cut to the master problem at the next iteration.

\[
\sum_{(i, j) \notin \hat{X}^k_1} x_{i j} + \sum_{(i, j) \in \hat{X}^k_1} (1 - x_{i j}) \leq 0.33 \times 2 \times |\hat{X}^k_1| 
\]

(9)

The left hand side of constraint (9) calculates the Hamming distance [16] between the inter-
diction plan from iteration \( k \) and the interdiction plan from iteration \( k + 1 \). The right hand side of
constraint (9) ensures that a maximum of one-third of all the arcs interdicted at the current iteration
is replaced at the next iteration. Master problem with the trust region cut does not provide a valid
lower bound. Thus, we update the lower bound only after we stop adding the trust region cut.
Experiments show that although the impact of adding trust region cut is not significant, the average
computation time is slightly lower with the trust region cut in the master problem.

4.5.4. Apply Heuristic to Solve the Master Problem (Hf)

Our heuristic to solve the master problem is based on the greedy addition heuristic proposed
by Toyoda [40]. Our heuristic selects a set of arcs to be interdicted using the following steps.

1. Initialize the set of arcs to be interdicted, \( Xh = \emptyset \), \( tBudget = 0 \).
2. Evaluate a metric, \( Score_{ij} = \frac{Saved_{ij}}{SecurityCost_{ij}} \), for each of the arcs not selected yet and the inter-
diction of the arc does not exceed the budget. Here, \( Saved \) is the difference between current
maximum total reward gained by the attacker and the maximum reward gained if the arc is
interdicted. And, \( SecurityCost \) is the arc security cost.
3. Select the arc \( (i, j) \) with the maximum \( Score_{ij} \) calculated in step 2 and add to \( Xh \). \( tBudget = tBudget + SecurityCost_{ij}. \)
4. If \( tBudget < Bd \), go to step 2, else return \( Xh \).

The above heuristic (Hf) can be used to approximately solve the master problem at each
iteration of the MinMax algorithm. The solution \( Xh \) generated by the above heuristic can
be used directly as the master problem solution, or it can be used as a warm start for the
master problem solver. \( Xh \) is not a good solution for the master problem in most of the
cases, and thus, we do not use \( Xh \) directly as a master problem solution in the MinMax
algorithm.

5. Computational Experiments

In this section, we perform experiments to ascertain the effects of the model parameters and dif-
ferent topological attributes of attack graphs on the computation times and the loss due to breach.
All the experiments are performed on synthetic attack graphs generated using the approach described in the following paragraph. All the experiments are carried out on a laptop with an Intel core i7 2.70 GHz processor and 16 GB RAM. The algorithms are implemented in Python 3.4 with Gurobi [15] as the solver for both the MAXBREACH and the MINBREACH problems.

In most of the attack graphs in the literature, nodes are organized in a hierarchical topology with nodes in one level having directed arcs incident to nodes in the subsequent level [22]. A level usually means the level of access acquired into the system. Thus, if an attack path has five levels, an attacker will have to acquire five successive levels of access, possibly by using five different exploits, in order to reach a goal node. This is very similar to attack trees except that any node might have more than one incoming arc, making it a graph. With that in mind, we generate the graphs for this paper randomly using the following method. This method uses the number of nodes, number of levels, probability of an arc between any pair of nodes in subsequent levels ($pd$), and probability of an arc between any pair of nodes in the same level ($ps$) as inputs, and generates the graph topology as the output.

1. The nodes are arbitrarily divided into $r$ levels. All the nodes in the first level are designated as vulnerability nodes, and all the nodes in the last level are designated as the goal nodes. Thus, all the nodes in the intermediate levels are transition nodes. In this way, the minimum distance between the vulnerability nodes and the goal nodes equals $r - 1$ levels.
2. Directed arcs are generated randomly from each level to its subsequent level with probability $pd$ for any specific arc.
3. Arcs are also generated randomly between any pair of nodes within a level with probability $ps$ for any specific arc.
4. One incoming arc is generated randomly to each of the transition and goal nodes without any incoming arc through step 3. Tail nodes of the arcs generated in step 4 are selected randomly from the corresponding prior levels. Step 4 makes sure that all the transition and goal nodes have at least one incoming arc.

In the graphs generated using the four steps above, any of the vulnerability nodes will not have any incoming arcs, and some of the goal nodes might have outgoing arcs because of step 3. Probabilities $pd$ and $ps$ are tuned manually to generate the desired number of arcs. Figure 4 shows a five-level graph generated using our approach.

Table 2 shows the different parameters and their values used in the experiments. We perform experiments on 4 different network sizes (defined by the number of nodes) to show how the computation time is impacted by the size of the graph. The number of arcs in each of the graphs is approximately 2.15 times the number of nodes. Three and two different level values are used for graphs with 50 nodes and 100 nodes, respectively to examine the variation of computation time with respect to the number of levels. Loss due to the breach of goal nodes, the costs of attack on arcs, and the costs of countermeasures on arcs are generated using uniform distribution with different parameter values. Table 3, 4, and 5 present the results from the experiments.
(a) Step 1: Nodes are divided into 5 levels with the vulnerability nodes in the first level, the goal nodes in the fifth level, and the transition nodes in the other levels.

(b) Step 2: Arcs from each level to its subsequent level are generated.

(c) Step 3: Arcs with both tail and head nodes in the same level are generated.

(d) Step 4: Incoming arcs are generated for transition nodes 5 and 15 without incoming arcs through step 3.

Figure 4: Attack graph generated using our approach. Node colors have the same meaning as in figure 1.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network size (nodes)</td>
<td>50, 100, 150, 200</td>
</tr>
<tr>
<td>Network size and number of levels combinations (size, levels)</td>
<td>(50,5), (50,7), (50,10), (100,2), (100,5), (150,5), (200,5)</td>
</tr>
<tr>
<td>Arcs</td>
<td>( \approx 2.15 \times \text{Nodes} )</td>
</tr>
<tr>
<td>Network sizes and defender budget combinations (size, low budget,</td>
<td>(50, 75), (100, 100, 150, 250), (150, 275), (200, 375)</td>
</tr>
<tr>
<td>&lt;intermediate budget&gt;, &lt;high budget&gt;)</td>
<td></td>
</tr>
<tr>
<td>Network sizes and attacker budget combinations (size, low budget,</td>
<td>(50, 125), (100, 150, 300), (150, 325), (200, 425)</td>
</tr>
<tr>
<td>&lt;high budget&gt;)</td>
<td></td>
</tr>
<tr>
<td>Loss due to breach of the goal nodes</td>
<td>( \sim \text{Uniform}(500, 1500), \sim \text{Uniform}(1000, 2000)</td>
</tr>
<tr>
<td>Cost of attacks on arcs</td>
<td>( \sim \text{Uniform}(10, 30), \sim \text{Uniform}(30,50)</td>
</tr>
<tr>
<td>Cost of countermeasures on arcs</td>
<td>( \sim \text{Uniform}(10, 30), \sim \text{Uniform}(30, 50)</td>
</tr>
</tbody>
</table>

Table 2: Parameters and their values used in the experiments.

Table 3: Growth of computation time with graph size. Four random instances of graphs are used for each graph size. Levels = 5 and other parameters at their low levels. Values in italic mean that those graphs cannot be solved in 2 hours. Iters, Ttime, and masTime as the column labels are short for number of iterations, total runtime, and master problem runtime, respectively.

<table>
<thead>
<tr>
<th>Graph Params</th>
<th>MNLHf</th>
<th>EM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>Iters</td>
<td>Time</td>
</tr>
<tr>
<td>50</td>
<td>118</td>
<td>22</td>
</tr>
<tr>
<td>50</td>
<td>126</td>
<td>21</td>
</tr>
<tr>
<td>50</td>
<td>119</td>
<td>21</td>
</tr>
<tr>
<td>50</td>
<td>116</td>
<td>21</td>
</tr>
<tr>
<td>100</td>
<td>237</td>
<td>22</td>
</tr>
<tr>
<td>100</td>
<td>235</td>
<td>20</td>
</tr>
<tr>
<td>100</td>
<td>230</td>
<td>20</td>
</tr>
<tr>
<td>100</td>
<td>248</td>
<td>25</td>
</tr>
<tr>
<td>150</td>
<td>374</td>
<td>167</td>
</tr>
<tr>
<td>150</td>
<td>374</td>
<td>123</td>
</tr>
<tr>
<td>150</td>
<td>345</td>
<td>97</td>
</tr>
<tr>
<td>150</td>
<td>352</td>
<td>109</td>
</tr>
<tr>
<td>200</td>
<td>431</td>
<td>230</td>
</tr>
<tr>
<td>200</td>
<td>437</td>
<td>445</td>
</tr>
<tr>
<td>200</td>
<td>425</td>
<td>208</td>
</tr>
<tr>
<td>200</td>
<td>424</td>
<td>131</td>
</tr>
</tbody>
</table>
Table 4: Quality of solution and computation time (clock seconds) of the heuristic methods (MNLHf and MNL) compared to the exact method (EM). Master model NodeLimit = 1, Gurobi initial heuristic NodeLimit (subMIPNodes) = 2000. BreachLoss, masTime, and %Higher are, respectively, short for breach loss, master problem runtime, and the percentage by which the breach loss from that computational method is higher than the breach loss from EM.

<table>
<thead>
<tr>
<th>Graph Params</th>
<th>EM</th>
<th>MNLHf</th>
<th>MNL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes</td>
<td>Levels</td>
<td>BreachLoss</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>3990</td>
<td>0.6</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>4893</td>
<td>1.1</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>2999</td>
<td>0.3</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>3564</td>
<td>0.5</td>
</tr>
<tr>
<td>50</td>
<td>7</td>
<td>2273</td>
<td>0.4</td>
</tr>
<tr>
<td>50</td>
<td>7</td>
<td>1995</td>
<td>0.3</td>
</tr>
<tr>
<td>50</td>
<td>7</td>
<td>1226</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>7</td>
<td>2343</td>
<td>0.5</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>5122</td>
<td>2.8</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>5097</td>
<td>1.8</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>4749</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>5839</td>
<td>27.3</td>
</tr>
</tbody>
</table>

6. Discussion

Figure 5 compares the average computation times from the different exact computational methods. In this figure, All, N, S, SHf, SMs, and STR have the following meanings: All - path based (MINBREACHPATH) method with all the enhancements, N - node based (MINBREACHNODE) method, S - path based method without any other enhancements, SHf - path based method with master problem heuristic (Hf), SMs - path-based method with the addition of multiple attacker solutions at an iteration (Ms), and STR - path based method with the addition of trust region cut to the master problem (TR). This figure clearly demonstrates that the path based method is much superior to the node based method. Average computation time seems to increase slightly if Hf is applied with the path based method. However, table 4 shows that the heuristic method with Hf usually finds more optimal solutions and higher quality solutions (if not optimal) compared to the heuristic method without the master problem heuristic. Thus, application of Hf can be very useful when the heuristic method is used. Addition of multiple sub-problem solutions seems to slightly decrease the average computation time. Addition of trust region cuts also seems to slightly decrease the average computation time. Application of all the enhancements on the path based method decreases the average computation time compared to the application of only one of the enhancements on the path based method. Note however that the computational methods and the enhancements only impact the computation time of the master problem.

Based on the findings above, in all the subsequent experiments, we use the following three variations of the MINMAX algorithm to solve the MINMAXBREACH problem based on whether the master problem is solved to optimality, and whether Hf is used to provide a warm start. We refer to the MINMAX algorithm as the exact method (EM) when Hf is not used, and the master problem is solved to optimality. Following two adaptations of the MINMAX algorithm are the heuristic methods. (1) We use Hf to provide a warm start to the master problem and limit the
Table 5: Computational performance of the MaxBreachBM and the MaxBreachD formulations of the sub-problem. The last two columns contain average computation times of the sub-problem per iteration averaged over a maximum of 10 iterations.

<table>
<thead>
<tr>
<th>Graph Params</th>
<th>Defender Budget</th>
<th>Attacker Budget</th>
<th>Average sub-problem runtime (clock seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MaxBreachBM</td>
<td>MaxBreachD</td>
<td></td>
</tr>
<tr>
<td>Nodes</td>
<td>Arcs</td>
<td>Levels</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>118</td>
<td>5</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>119</td>
<td>5</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>116</td>
<td>5</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>117</td>
<td>7</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>116</td>
<td>7</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>112</td>
<td>7</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>109</td>
<td>7</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>117</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>124</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>126</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>50</td>
<td>123</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>100</td>
<td>237</td>
<td>5</td>
<td>250</td>
</tr>
<tr>
<td>100</td>
<td>235</td>
<td>5</td>
<td>250</td>
</tr>
<tr>
<td>100</td>
<td>230</td>
<td>5</td>
<td>250</td>
</tr>
<tr>
<td>100</td>
<td>248</td>
<td>5</td>
<td>250</td>
</tr>
<tr>
<td>100</td>
<td>220</td>
<td>2</td>
<td>250</td>
</tr>
<tr>
<td>100</td>
<td>225</td>
<td>2</td>
<td>250</td>
</tr>
<tr>
<td>100</td>
<td>236</td>
<td>2</td>
<td>250</td>
</tr>
<tr>
<td>100</td>
<td>224</td>
<td>2</td>
<td>250</td>
</tr>
<tr>
<td>150</td>
<td>374</td>
<td>5</td>
<td>275</td>
</tr>
<tr>
<td>150</td>
<td>374</td>
<td>5</td>
<td>275</td>
</tr>
<tr>
<td>150</td>
<td>345</td>
<td>5</td>
<td>275</td>
</tr>
<tr>
<td>150</td>
<td>352</td>
<td>5</td>
<td>275</td>
</tr>
</tbody>
</table>

The number of nodes in the master problem branch and bound tree explored by the optimization solver is limited to 1 [15]. We refer to this heuristic method as the node limit heuristic with heuristic-based master problem warm start (MNLHf). (2) We do not use Hf but limit the number of nodes explored by the optimization solver to 1. We refer to the second heuristic method as the node limit heuristic (MNL). Neither of the heuristic methods is guaranteed to produce a valid lower bound. Nevertheless, we use the lower bound from these heuristic methods to terminate the algorithm accepting the fact that the final solution might not be optimal. Other enhancements S, MS, and TR are used in all the three variations of the algorithm. Node based master problem formulation is used only in the experiments demonstrating the superiority of the path based formulation (figure 5).

From the *Time* columns in table 3, we see that total computation time increases sharply with respect to graph size, especially when the exact method is used. Graphs with 150 and 200 nodes cannot be solved in two hours using the exact method. However, the heuristic method solves most
of the 150-node and 200-node graphs in less than 15 minutes.

In fact, experimentation on 100-node graphs shows that the heuristic method is able to solve the problem very quickly for most of the parameter combinations. The median computation time of all the parameter combinations is less than 2 minutes. Therefore, the heuristic method has the potential to solve relatively large problems within a reasonable amount of time, especially for suitable combinations of parameters and topology of the graph.

One important observation is that the time taken by the algorithm to solve the sub-problem is much greater than the time taken to solve the master-problem during the initial iterations of the algorithm. However, as the number of iterations increases, the master problem becomes bigger sharply increasing its computation time. We see from table 3 that when the exact method is used, the majority of the total time is spent solving the master problem. In contrast, when the heuristic method is used, the majority of the total time is spent solving the sub-problem. Comparison of the masTime columns under the exact and the heuristic methods makes it clear that the heuristic method significantly decreases the computation time of the master problem.

From table 4, we see that 9 and 8 out of the 12 solutions using the heuristic method with Hf and the heuristic method without Hf, respectively are optimal. So, a large fraction of the solutions from both of the heuristic methods are optimal. However, the heuristic method with Hf seems to find optimal solutions more frequently and solutions with higher quality if it does not find the optimal solution.

Comparing the computation times of the graphs with the same number of nodes and levels, it is clear that significant variation remains. Although the number of nodes and the levels are the same,
their topologies are different because the graphs are generated randomly. In fact, topology plays an important role not just in computation times but also in the total breach loss.

We see from table 5 that the average computation time of the MaxBreachBM formulation increases with the number of levels. Upon examination of the computation times of the 50-node graphs, it is apparent that the computation times of the 50-node graphs with 10 levels are much higher on average than the computation times of the 50-node graphs with 5 levels. Because of the higher number of levels, the average distance between the vulnerability nodes and the goal nodes is much longer in the 10-level graphs than in the 5-level graphs. Thus, the 10-level graphs have more paths than the 5-level graphs, and the paths are longer, making it relatively more difficult for the attacker to decide whether to attack a specific node. When the graph size is significantly large relative to the number of levels, computation time of the MaxBreachBM formulation decreases significantly with graph size. Computation times of the 100-node graphs with 2 levels are significantly smaller than the computation times of the 50-node graphs with 10 levels. Because of the small number of levels, there are relatively more short paths and possibly fewer paths from vulnerability nodes to the goal nodes in the 100-node graphs with 2 levels, making it easier for the attacker to decide whether to attack some goal nodes. However, increasing the number of levels while keeping the number of nodes unchanged does not monotonically increase the computation time because that makes the graph easier for the defender to defend given the same defense budget.

Average computation time of the MAXBREACHD formulation is shorter than the average computation time of the MAXBREACHBM formulation under many network size and number of level combinations, especially when the number of levels is large relative to the graph size. However, variation of computation times is also much more for the MaxBreachD formulation. This is probably an indication that the MAXBREACHD model is more affected by the topology of the attack graph than the MAXBREACHBM model. Computation times of the MAXBREACHD formulation are smaller than the computation times of the MAXBREACHBM formulation for the 100-node graphs with 2 levels in table 5. Recall that for the MAXBREACHD formulation, the number of constraints and variables depends on the number of goal nodes, and as the number of goal nodes increases, the number of constraints and variables increases. Because of the smaller number of levels, the 100-node graph with 2 levels have 50 goal nodes instead of 20 goal nodes as in the 100-node graphs with 5 levels. Therefore, we can conclude that the MAXBREACHD formulation usually performs worse than the MAXBREACHBM formulation in cases when the number of goal nodes is relatively high, or, in other words, the number levels is smaller for the same graph size.

Although there are some random variation in the plots of figure 6a, the common pattern of relationships between the total breach loss and the amount of the defender’s budget is that the breach loss drops sharply with increase in budget at the beginning, and it then forms a concave shape until the breach loss becomes zero. This relationship becomes even clearer from the plot of the average breach losses. This relationship between the breach loss and the defender’s budget implies that the defender will need to spend much more to reduce per unit of breach loss after the initial set of relatively easy security challenges are successfully confronted. Decision makers should investigate breach losses for a wide range of defense budgets before allocating a specific budget to ensure high return on investment.

The shapes of the plots in figure 6b are quite different than the shapes in figure 6a. In figure 6b, to find the deployment for a specific budget, 100 units for example, the deployment is first optimized for 50 units, and then again the additional deployment is optimized for the additional 50 units keeping the initial deployment unchanged. In contrast, the deployment is optimized for the
(a) All at once investment. The whole budget is spent at once meaning that, for any specific budget, countermeasure deployment is optimized for that whole budget.

(b) Incremental investment. The whole budget is spent in increments of 50 meaning that countermeasure deployment is optimized incrementally for each additional 50 units of budget on top of the existing deployment.

Figure 6: Variation of breach loss with defender’s budget. This chart is generated using five randomly generated graphs with 100 nodes. Graph0, Graph1, Graph2, Graph3, and Graph4 have 228, 232, 228, 221, and 238 arcs, respectively. All the parameters except the defender’s budget are at their low levels. Average breach loss for a specific budget is determined by averaging the breach losses over all the graphs.

It is clear from these figures that if additional investment is to be made, countermeasure deployment should be re-optimized for the whole budget instead of optimizing only for the additional budget to achieve the maximum benefit possible from a specific budget.

Finally, it might not be easy to know or estimate the budget of the attacker correctly. Suppose the attacker’s actual budget is an unknown amount between 100 and 200, but the defender’s estimate of the attacker’s budget is 150. Assume also that the defender’s budget is 250, the other parameters are at their low levels, and the five graphs are the same as those used in figure 6. Values in table 6 are the extra breach losses due to error in the estimates of the attacker’s budget. The second column corresponds to the extra breach losses due to a 50% overestimate of the attacker’s

Table 6: Sensitivity of total breach loss with respect to error in the estimated attacker’s budget.

<table>
<thead>
<tr>
<th>Graphs</th>
<th>Extra Loss (%) for 50% Overestimate</th>
<th>Extra Loss (%) for 25% Underestimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph0</td>
<td>11.34</td>
<td>10.14</td>
</tr>
<tr>
<td>Graph1</td>
<td>27.62</td>
<td>4.93</td>
</tr>
<tr>
<td>Graph2</td>
<td>33.54</td>
<td>3.82</td>
</tr>
<tr>
<td>Graph3</td>
<td>13.1</td>
<td>1.37</td>
</tr>
<tr>
<td>Graph4</td>
<td>21.03</td>
<td>14.5</td>
</tr>
</tbody>
</table>
budget (the actual attacker budget is 100, and the defender’s perception of the attacker’s budget is 150), and the third column corresponds to the extra breach losses due to a 25% underestimate of the attacker’s budget (the actual attacker budget is 200, and the defender’s perception of the attacker’s budget is 150). For example, with respect to Graph0, the defender incurs an extra breach loss of 11.34% due to a 50% overestimate, and an extra breach loss of 10.14% due to a 25% underestimate of the attacker’s budget. The average extra loss is 14.17% corresponding to an average error of 37.5%. Therefore, the quality of an interdiction plan is relatively insensitive on average with respect to the error in the defender’s knowledge about the attacker’s budget. Moreover, the extra losses due to the underestimate are significantly smaller than the extra losses due to the overestimate of the attacker’s budget. Hence, it is preferable to have an underestimate rather than an overestimate of the attacker’s budget to reduce the extra losses due to estimation error.

7. Conclusion

This paper presents the breach of information resources of an organization by an attacker and the defensive measures of the organization as a defender-attacker bi-level network interdiction model. The inner level represents the attacker trying to maximize the total reward, and the outer level represents the defender trying to minimize the maximum total reward achievable by the attacker. Both the inner- and the outer levels are formulated as mixed-integer linear programs. We provide two alternate formulations for the inner problem. As both of the levels have binary variables, we also develop a customized algorithm to solve the model. The path based method with the enhancements is much faster than the node based method. A heuristic method with or without the application of master problem heuristic providing warm start is capable of solving relatively large problems for various parameter settings. The following are some of the most important findings.

1) The computation time of the two sub-problem formulations does not monotonically increase with graph size. In fact, average computation time of the MaxBreachBM formulation decreases with graph size when the graph size is significantly large relative to the number of levels. 2) The majority of computation time is spent solving the sub-problem when the heuristic method is used. 3) The MaxBreachD formulation without big M is a computationally better formulation than the MaxBreachBM formulation with the big M when the number of levels is relatively high for a specific graph size. 4) When additional investment is made, countermeasure deployment should be re-optimized for the whole budget instead of optimizing for only the additional budget. 5) Breach loss drops sharply with increase in the defense budget at the beginning, then levels off before finally dropping sharply again with increasing defense budget. And 6) Quality of an interdiction plan is relatively insensitive with respect to the error in the estimate of the attacker’s budget.

In this work, we focus on accelerating the master problem solution. Further research should emphasize on speeding up the sub-problem solution. Decomposition techniques such as Benders decomposition and Lagrangian relaxation aided by additional inequalities should be investigated. This work can be extended to have actual security countermeasures with multiple levels of defense of arcs (interdiction) rather than binary defense. It will be valuable to relax the implicit assumptions that the attacker has complete information about the topology of the attack graph, and that the countermeasures are capable of protecting the arcs completely. It will also be more realistic to consider the interdiction of arcs as stochastic; that is, the interdiction effects are probabilistic. The models developed in this paper are risk neutral. It will be interesting to analyze the problem with
the objective of minimizing the probability of large losses. Finally, it will be worthwhile to perform experiments on real attack graphs rather than the synthetic ones used in this paper.
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